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Abstract: This work aims to test the performance of the you only look once version 8 (YOLOv8) model for the 
problem of drone detection. Drones are very slightly regulated and standards need to be established. With a robust 
system for detecting drones the possibilities for regulating their usage are becoming realistic. Five different sizes of 
the model were tested to determine the best architecture size for this problem. The results indicate high performance 
across all models and that each model is to be used for a specific case. Smaller models are suited for lightweight 
system approaches where some false identification is tolerable, while the largest models are to be used with stationary 
systems that require the best precision. 
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1. INTRODUCTION 

The popularity of unmanned aerial vehicles (UAV) 
is on the rise as commercial drones are becoming 
more available. With the advancement of technology, 
more efficient hardware was made available, making 
the use of miniature drones possible. With such scale 
modifications, the real-world application of drones has 
significantly broadened. The applications range from 
recreational to industrial use. The use of UAVs for 
military purposes has defined modern warfare. The 
training of fighter pilots is expensive and more 
importantly time-consuming. Furthermore, human error 
is inevitable and in air warfare scenarios it makes the 
difference between life and death. Lastly, the biggest 
savings come from the equipment itself. The price of 
manufacturing a fighter jet can be five times the price 
of a UAV depending on which models are compared. 
The effectiveness of UAVs in combat has been 
proven, making them a very dangerous asset. 
However, the introduction of regulations for UAV use is 
required and their lack of creates potentially 
dangerous scenarios and even complete drone 
takeover. 

Therefore, a robust system for drone detection is 
required. The first step in better drone usage 
regulations is creating a method to track their 
movement for which they need to be precisely 
identified beforehand. Traditional detection systems 
that are radar-based struggle with drone detection due 
to their condensed operating frequency profile. On the  
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other hand, systems that rely on radio frequencies for 
detection are not precise enough for the task and 
can prove to be substantially less cost-efficient. Aside 
from military use, real-world use of drone detection 
can massively improve the organization and security of 
public gatherings such as concerts for example. 
During public gatherings, drones can be used to comb 
through the masses for problematic behavior. 
However, during such gatherings, the number of 
private drones in the sky from the goers is on the 
rise. People tend to use drones to capture footage or 
just get a better view of the event they are attending. 
The lack of regulations means that anyone can 
purchase and fly a drone which poses a risk to 
public safety. 

This problem can be solved by applying computer 
vision (CV). A system for detecting and tracking 
drones can be relatively cheaply created. With such a 
system, it will be possible to identify each drone as 
well as track their behavior which should result in a 
more controlled and safer environment. For this 
purpose, this work employs the YOLOv8 model. The 
popularity of you only look once (YOLO) models is 
due to a couple of reasons. Most importantly, they 
are very lightweight and provide a range of different 
architecture sizes based on the user’s needs. 
Furthermore, they employ transfer learning and are 
pre-trained for object detection. By exploiting these 
principles, YOLO models can be a very efficient 
solution for the CV use case. A real-world dataset 
containing photographs of drones in various scenarios 
is applied to test different YOLO architectures. 

The main contributions of this work are 
highlighted: 
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– Efficient solution for detecting and tracking UAVs 
based on CV. 

– Analysis of YOLOv8 architectures for the drone 
detection problem. 

– Real-world dataset YOLOv8 predictions 
comparison. 

A brief overview of the paper’s structure is as 
follows: Section 2 introduces necessary concepts for 
this research and provides a literature review, Section 
3 describes the applied methodology, Section 4 
provides information for experiments recreation, 
Section 5 follows with the results of performed 
experiments along with discussion about simulation 
outcomes, while Section 6 concludes the paper. 

2. RELATED WORKS 

The application spectrum of CV systems is broad 
and depending on the technologies used in 
combination with them different frameworks can be 
constructed. Che et al. [12] analyze the use of CV in 
robotics. This use case is one of the most important 
ones as the robotics field is already applied widely 
across the industry. By giving sight to already 
employed robotics systems the increases in 
efficiency, precision, and generally the amount of 
possible actions increases. Additionally, Bacanin et al. 
[10] explore the potential of CV for quality control in 
plants. 

The role of CV in modern traffic is paramount for 
the smart systems in vehicles and the infrastructure as 
well. Medicine is one of the most important fields of 
human survival, and in the work of Zivkovic et al. [?] 
the use of computer vision was applied for separating 
cases of healthy lungs, pneumonia, and lungs 
affected by COVID-19. Ren [34] explores an 
approach to tackle traffic violations. The need for a 
robust system to detect violations like speeding and 
running stop signs is important not only for general 
safety but for the safety of usage of the smart systems 
that will soon be applied everywhere. The system 
struggles to regulate the violations performed by 
autonomous cars in the current traffic setting and 
hence this only raises the importance of application of 
such CV systems. Furthermore, Petrovic et al. [31] 
propose a metaheuristic-based hybrid solution for 
pedestrian detection. 

Sminek et al. [37] highlight the importance of CV in 
agriculture by performing a study concerning real-time 

cattle identification. The authors deployed a system on 
edge devices for cattle identification called Read My 
Cow which is rooted in the YOLO version 5 model. 
Jaramillo-Hernández et al. [18] tackle the issue of 
precision farming. The authors explored the use of 
CV on low-cost devices which is crucial for use cases 
where large areas have to be covered like with crop 
fields. 

As per the no free lunch (NFL) theorem [43], CV 
has advantages and disadvantages depending on the 
use case. Lower resolutions are depicted through CV 
use and for cases where the highest precision is 
required the neural network approach is much more 
suited [28]. In terms of use alongside UAVs, CV 
struggles with regions of weak GPS signals and 
environmental conditions can greatly affect its 
precision [2]. Petropoulou et al. [30] tackle the 
problem of CV precision in greenhouse environments 
due to changing light conditions. 

Outstanding performance for computer vision tasks 
has been exhibited with CNN use [1]. The architecture 
of CNNs is based on the brain’s visual cortex which is 
made of multiple layers [26]. The first layer extracts 
low-level features from the input, called the 
convolutional layer. Each additional layer filters the 
data further by reducing its size. The activation 
function follows which provides transformed non-linear 
output. Afterward, a pooling layer is to be applied for 
dimensionality reduction of the data which results in 
faster processing. The last type of layer that is used 
are the dense layers which flatten and classify data. 
This type of network is usually trained with gradient-
descent-based methods [17]. The loss function is to be 
minimized over epochs through optimizing functions. 
For each epoch, the network biases and weights are 
adjusted with this goal. There are different loss 
functions and some of the most common ones are 
binary and categorical cross-entropy. As with other 
deep learning structures, CNNs require tuning. This 
process is described as hyperparameter optimization. 
This process is required to be performed by trial and 
error method since there is no clear indication of 
which parameters work the best for each case. This 
is inefficient and in most cases not feasible at all. For 
this reason, algorithms for the optimization of 
hyperparameters are introduced and this problem is 
considered NP-hard. 

Moreover, hybrid methods between machine/deep 
learning and metaheuristics excel in other application 
domains as well, as evidenced by numerous 
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successful recent applications including medicine [22, 
13, 8, 27, 32, 6, 24], agriculture [25], environmental 
monitoring [5, 20], economy [13, 41, 38] and power 
grids [29, 14, 3, 39, 45]. Other notable applications 
include weather forecasting [21], cloud computing [7, 
33, 4, 9], wireless sensor networks [46, 11, 44] and 
intrusion detection [35, 36, 23, 15]. Also, it is worth 
mentioning that there are also many applications of 
enhanced metaheuristics methods [40, 42]. 

The YOLO architectures are not employed enough 
in practice and require further experimentation. The 
literature gap is observed for the YOLOv8 architecture 
for drone detection use case. In this work, the goal 
is to bridge that gap by experimenting with different 
YOLOv8 architectures on a real-world dataset. 

3. MATERIALS AND METHODS 

This work applies YOLO models for drone 
detection. Firstly, general information on the YOLO 
models is provided followed by the YOLOv8 which is 
the main predictor applied in this research. 

3.1. YOLO Models 

High accuracy and speed attribute the YOLO 
architecture-based solutions. This is possible due to 
their unique mechanism to only look once at an 
image with the goal of predicting bounding boxes with 
the probabilities for each class [19]. This type of 
model uses raw pixels for location and category 
predictions, unlike the traditional two-stage detectors 
which make real-time applications realistic. The 
techniques applied in YOLO that increase 
generalization performance are data augmentation, 
transfer learning, and fine-tuning. With the use of 
these techniques use cases with high diversity can 
benefit from such improvements as well. 

The YOLO model object detection avoids the use of 
different models for regions, orientations, and scales 
and is performed by a single YOLO network. The 
YOLO network is a single-stage detector comprised of 
the backbone, neck, and head. Low-level and high-
level features are extracted by the backbone, while 
the neck fuses them, and the location and class of 
the object are predicted by the head. By applying 
such a process, the features’ semantic information is 
increased. 

Images are divided into grids which are used to 
predict the object’s location and its bounding boxes. 
By doing so, the object detection problem can be 

treated as a single regression, which allows for 
object detection with only one inference. Five-
dimensional output is provided by each bounding box 
which represents the object’s possible coordinates 
and the probability for it to be true. The dimensions 
are the center point depicted by two coordinates, the 
width and height, and the probability that the object is 
in that box. 

Transfer learning has a key role in YOLO 
architecture. These models come pre-trained in 
various sizes. The model is trained on images of  
640 × 640 pixels. 

The models are trained for general object 
detection. Aside from this, the models can classify, 
track, segment, and detect a pose. After the model is 
obtained from the developer the user needs to train 
the model on its own data. Transfer learning helps as 
it avoids training generic features which increases 
the training speed. 

3.2. YOLOv8 Model 

The YOLOv8 model provides impressive 
performance in terms of speed and accuracy with an 
accent on real-time application. By incorporating 
advanced methods like path aggregation networks and 
focus spatial attention object detection performance is 
increased. A trade-off between accuracy and speed 
can be achieved with the use of five different sizes 
provided by the YOLO developers. The version 8 of 
the YOLO model exhibits improved performance in 
terms of real-time application especially with small 
and overlapping objects. The model is versatile as it 
can be applied to different use cases due to its 
transfer learning capabilities. The model can be 
applied on edge devices as well as on more powerful 
machines when required to have the highest 
precision. 

The most important features of the YOLOv8 
model are provided in the following paragraph. Firstly, 
the improvements to the architecture are responsible 
for improved efficiency in image processing. The 
version 8 of the YOLO model uses CSPDarknet53 as 
its backbone network. This network is used since 
version 4 and it aids the feature extraction process. 
Advanced data augmentation techniques and 
optimization algorithms provide faster conversion in 
training. Lastly, the generalization capabilities are 
improved, which improves the models’ performance in 
real-world use cases. 
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4. EXPERIMENTAL SETUP 

The dataset [16] used for this research is publicly 
available at https://universe. roboflow.com/military-
drone/drone_mil-u8fqk/dataset/1. The dataset consists 
of 5238 training images, 1345 validation images, and 
678 images left for testing with a total of 7261 images 
in the dataset. The images include different scenarios 
of drone usage as well as images of drones on a 
plain background. The dataset can be downloaded 
from the link in various versions prepared for different 
frameworks. For this work, the YOLOv8 format is 
applied and other available formats include Pascal 
VOC XML and COCO JSON among others. 

Five different experiments are performed, one for 
each YOLO architecture. The testing begins from the 
smallest nano model, over the small, medium, large, 
and lastly the extra-large model with standard 
hyperparameters. 

4.1. Metrics 

The precision metric is used to evaluate the ratio 
of true positive (TP) predictions to all predictions that 
were classified to be positive including false positives 
(FP). This metric is described in Eq. 1. 

          (1) 

The recall metric depicts the ratio of correctly 
made predictions to all positive predictions including 
false negatives (FN). 

          (2) 

The harmonic mean and of precision and recall is 
depicted by the f1 score and described in Eq. 3. The 

range of scores is from 0 to 1, where 1 indicates 
perfect precision and recall. 

F 1 = 2 * (precision * recall)/(precision + recall)       (3)  

The main evaluation index for the detection task 
performance evaluation is the mAP described in Eq. 
4. 

          (4) 

The average accuracy for all categories at an 
intersection over union (IoT) threshold of 0.5 is 
represented by the mAP50 metric. Higher values 
indicate better detection and recognition. Ten mAP 
values distributed in intervals of 0.0 from an IoU 
threshold of 0.5 to an mAP threshold of 0.95 averaged 
represent the mAP 50:95 metric. 

5. SIMULATION OUTCOMES AND DISCUSSION 

The results are provided in the following text. 
Firstly, the results for the smallest model which is the 
nano model are shown followed by the small, 
medium, large, and extra-large YOLO architectures. 

5.1. Nano YOLO Model Results 

The precision-recall (PR) curve is exhibited 
alongside the confusion matrix for the nano YOLOv8 
architecture in Figure 1. The nano model is the 
fastest predictor of the five tested architectures and 
its use is optimal for edge devices. However, bigger 
architecture sizes prove to be more robust. Actual 
predictions are exhibited in Figure 2, where on the 
left side of the figure labels are provided. Very high 
accuracy is exhibited with an average over 90%. 

 

Figure 1: Nano YOLOv8 model PR curve and confusion matrix. 
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Evaluated metrics convergences are provided in 
Figure 3. 

5.2. Small YOLO Model Results 

The small YOLO architecture exhibits a slightly 
more robust performance with fewer false negatives 

 

Figure 2: Nano YOLOv8 model predictions. 

 

Figure 3: Nano YOLOv8 model results. 

 

Figure 4: Small YOLOv8 model PR curve and confusion matrix. 
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but with slightly more false positives as seen in 
Figure 4. From Figure 5 where the actual predictions 
are exhibited it can be seen that the small model did 
not falsely classify a bridge as a drone in the third 
image in the second row, unlike the small model. 
The nano model barely converges faster than the 
small model. For detailed convergence speeds refer 
to Figure 6. 

5.3. Medium YOLO Model Results 

The medium model provided the most robust 
performance of the five models. This indicates that this 
model is optimal for most use cases where there is 
no need for lightweight devices or for the highest 
possible precision. The PR curve and the confusion 

matrix are exhibited in Figure 7 while the 
convergences for all metrics are provided in Figure 9. 
Actual predictions are shown in Figure 8 where slightly 
better performance than the small model is observed. 

5.4. Large YOLO Model Results 

The large model indicates even higher confidence in 
predictions in Figure 11 in comparison to the medium 
model, but worse convergence times compared to 
smaller models exhibited in Figure 15. The PR curve 
and the confusion matrix are provided in Figure 10. 

5.5. Extra Large YOLO Model Predictions 

The largest model exhibits the highest precision in 
its task but the slowest convergence speed exhibited 

 

Figure 5: Small YOLOv8 model predictions. 

 

Figure 6: Small YOLOv8 model results. 
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in Figure 15. The actual predictions indicate the 
robustness of the model in Figure 14 and that this 
model is to be used with high-powered hardware for 
the cases where the highest precision is required. The 

PR curve and confusion matrix are provided in  
Figure 7. 

Experiments were performed for nano, small, 
medium, large, and extra-large architectures of the 

 

Figure 7: Medium YOLOv8 model PR curve and confusion matrix. 

 

Figure 8: Medium YOLOv8 model predictions. 

 

Figure 9: Medium YOLOv8 model results. 
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YOLOv8 models. The models are prebuilt and 
pretrained for object detection and this research 
aimed to test their performance on the problem of 
drone detection. The best performance considering 

the trade-off between speed and accuracy is 
exhibited by the model of medium size. This model 
provides the most robust performance while not 
sacrificing speed like the larger models. 

 

Figure 10: Large YOLOv8 model PR curve and confusion matrix. 

 

Figure 11: Large YOLOv8 model predictions. 

 

Figure 12: Large YOLOv8 model results. 



Unanned Aerial Vehicle Detection Using YOLOv8 International Journal of Robotics and Automation Technology, 2024, Vol. 11    9 

The large and extra-large models exhibit the 
highest precision and are the most robust when not 
considering the speed. These models can be used 
where the time is not a factor, as well as with cases 
that require absolute precision. 

The small and nano models are to be used with 
lightweight devices of modest processing power. 
These models provide very high confidence in 
detection but with the decrease in architecture’s size, 

 

Figure 13: Extra large YOLOv8 model PR curve and confusion matrix. 

 

Figure 14: Extra large YOLOv8 model predictions. 

 

Figure 15: Extra large YOLOv8 model results. 
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for example, the nano model can misclassify the 
background as a drone. 

To conclude, the medium model is the best overall 
model and is suited for most use cases. The model is 
more precise than the smaller model versions, while 
not lacking too far behind the higher models. On the 
other hand, the model is not the fastest, but its 
convergence speed is significantly better than with 
larger models. 

6. CONCLUSION 

The aim of this research was to test the YOLOv8 
model for the problem of drone detection. This issue 
is of importance to the increased drone usage as it 
becomes more affordable. The lack of regulations is 
a massive issue for safe drone use and this research 
benefits that cause. With a robust drone detection 
system regulations can be enforced towards 
everyone’s safety. The research indicates the best 
performance by the medium-sized YOLOv8 model, 
while the large and extra- large models are to be 
used with cases where the highest precision is 
required and the nano and small models are to be 
used for edge computing. Further endeavors in 
drone detection will include other use cases as well 
as experimentation with possible optimization 
techniques. 
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